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Autonomous Aerial Filming with Distributed
Lighting by a Team of Unmanned

Aerial Vehicles
Vı́t Krátký1 , Alfonso Alcántara2 , Jesús Capitán2 , Petr Štěpán1 , Martin Saska1 and Anı́bal Ollero2

Abstract—This paper describes a method for autonomous
aerial cinematography with distributed lighting by a team of un-
manned aerial vehicles (UAVs). Although camera-carrying multi-
rotor helicopters have become commonplace in cinematography,
their usage is limited to scenarios with sufficient natural light
or of lighting provided by static artificial lights. We propose to
use a formation of unmanned aerial vehicles as a tool for filming
a target under illumination from various directions, which is
one of the fundamental techniques of traditional cinematography.
We decompose the multi-UAV trajectory optimization problem to
tackle non-linear cinematographic aspects and obstacle avoidance
at separate stages, which allows us to re-plan in real time and
react to changes in dynamic environments. The performance of
our method has been evaluated in realistic simulation scenarios
and field experiments, where we show how it increases the quality
of the shots and that it is capable of planning safe trajectories
even in cluttered environments.

Index Terms—Multi-Robot Systems, Aerial Systems: Applica-
tions, Motion and Path Planning

I. INTRODUCTION

THE interest in Unmanned Aerial Vehicles (UAVs) for
aerial photography and filming is growing fast [1]–

[5]. This is mainly due to their manoeuvrability and the
capacity to create unique shots when compared to standard
cameras. The use of UAVs as flying cameras presents not only
a remarkable potential for recreational cinematography, but
also for the monitoring of inspection operations in outdoor
infrastructures with complex access. For instance, the EU-
funded project, AERIAL-CORE, proposes UAVs to surveil
the safety of human workers during maintenance operations
of electrical power lines (see Fig. 1). In this industrial setup, a
high-quality video is key, as it is used by supervising ground
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Fig. 1: UAV filming applications to provide external lighting; to
capture smooth shots outdoors; and to monitor dangerous mainte-
nance operations at electrical lines1. Pictures were obtained within
AERIAL-CORE and DRONUMENT projects, for which the proposed
technology is being developed. Videos of the work in this paper
can be seen on the multimedia material page (http://mrs.felk.cvut.
cz/papers/aerial-filming).

operators to monitor safety during the maintenance work.
Multi-UAV teams expand upon these possibilities as they
could provide alternative points of view or even supplementary
illumination. Similarly in our DRONUMENT project of NAKI
II program, efficient variable illumination plays a key role for
documentation of historical buildings interiors.

Proper lighting techniques are fundamental in bringing out
details in an image and in creating more natural-looking film
scenes. Thus, cinematography sets are packed with differ-
ent lighting sources, as digital sensors are not as reactive
to light as the human eye. This can also be relevant in
monitoring maintenance operations scheduled at times of the
day with poor illumination. Although aerial cinematography
has been attractive to the scientific community as of late,
lighting techniques have yet to be applied to improve the
performance of filming. Filmmakers apply many types of
lighting techniques making use of various equipment. In this
work, we only consider direct lighting techniques that do
not require additional equipment apart from light sources.
Although static lights could produce more pleasant footage
in some situations, we believe that UAVs are not optimal for
this purpose. Therefore, we only use UAVs as dynamic sources
of light to provide lighting to a dynamic scene.

In this context, navigating a team of UAVs for filming
tasks with distributed lighting is complex. Smooth and safe
trajectories are required to achieve pleasing shots that do
not compromise safety in dynamic scenarios. We propose

1 https://aerial-core.eu
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a method for online trajectory planning and execution with
multiple UAVs. Our team obeys a leader-follower scheme
where the formation leader carries an onboard camera to film
a moving target and the followers generate trajectories that
enable distributed lighting of the target, while maintaining de-
sired lighting angles. We formulate a non-linear, optimization-
based method that plans visually pleasant trajectories for the
filming UAV and distributes the others in a specified formation.
Moreover, we tackle safety by including a systematic frame-
work for obstacle avoidance. Safe flight corridors for the UAVs
are generated by forming sets of convex polyhedrons that
model free space. Optimal and safe trajectories are thereafter
computed within these convex sets.

A. Related works

There have been several works focusing on filming dynamic
scenes with a single UAV. Commercial products exist (e.g.,
DJI Mavic [6] or Skydio [7]) that implement semi-autonomous
functionalities, such as auto-follow features for tracking an
actor with collision avoidance. However, they do not address
cinematographic principles. An integrated system for outdoor
cinematography combining vision-based target localization
with trajectory planning and collision avoidance has been
proposed [8], [9]. Smoothness is achieved by minimizing
trajectory jerk; shot quality by defining objective curves that
fulfill relative angles with respect to the actor. Optimal trajec-
tories for cinematography have also been computed in real-
time through receding horizon optimization with non-linear
constraints [10]. A user inputs framing objectives for the
targets on the image to minimize errors on the image target
projections, sizes, and relative viewing angles. Some authors
have approached UAV cinematography by applying machine
learning [11], [12]. Particularly, such techniques have been
applied to demonstrations imitating professional cameraman’s
behaviors [13] or for reinforcement learning to achieve visu-
ally pleasant shots [14]. These works have presented valuable
results for online trajectory planning, although they have not
addressed the specific complexities for multi-UAV systems.

Regarding the methodology for multiple UAVs, a non-linear
optimization problem was solved in receding horizon in [15],
where collision avoidance to filmed actors and mutual colli-
sions of UAVs were considered. Aesthetic objectives are intro-
duced by the user as virtual reference trails. A specific camera
parameter space is proposed in [16] to ensure cinematographic
properties and to fulfill dynamic constraints along the trajec-
tories. The motion of multiple UAVs around dynamic targets
is coordinated through a centralized master-slave approach.
A greedy framework for multi-UAV camera coordination is
proposed in [17]. A decentralized planner computes UAV
trajectories considering smoothness, shot diversity, collision
avoidance, and mutual visibility. We have also addressed the
trajectory planning for multi-UAV cinematography in previous
work. We presented an architecture to execute cinematographic
shots (with different types of camera motion) using multiple
UAVs [18] and developed a distributed method to plan optimal
trajectories reducing jerky camera movements [19]. In this
paper, our focus is on the specifics of outdoor and dynamic

settings when compared to indoor scenarios [15]. Therefore,
we have integrated obstacle avoidance in a more fundamental
manner using local maps. Moreover, a novel problem with
respect to previous work has been introduced, as we perform
scene illumination with multiple UAVs to increase the quality
of image shots.

The modification of lighting angles to improve images
is fundamental in cinematography [20]. A camera with an
onboard light on a UAV can compensate for insufficient
lighting, but positioning lights at different angles with respect
to the camera axis would require several UAVs. Despite the un-
questionable importance of lighting for shot quality, its usage
for aerial cinematography is not well-studied. Utilizing UAVs
to provide supplementary illumination has been proposed for
building documentation tasks [21] or tunnel inspection [22].
A formation with a filming UAV and others carrying lights
was deployed to document the overshadowed parts of his-
torical buildings [23]. A similar system has been used to
carry out specialized documentation techniques [24]. However,
these works have proposed lighting for tasks in static scenes,
whereas the present paper deals with filming of moving targets
in dynamic and potentially cluttered environments, e.g., to
monitor inspection operations in large outdoor infrastructures.

In order to guarantee safe trajectories in multi-UAV cine-
matography, most works [15], [16], [19] only consider colli-
sion avoidance with actors, other UAVs, or static objects that
can be modelled with previously known no-fly zones. The
work in [9] integrates local mapping with onboard sensors
to penalize proximity to obstacles and solves an unconstrained
optimization problem. Another approach to obstacle avoidance
applied for standard UAV trajectory planning is to create
a convex representation of free space via a set of linear
inequality constraints [25]–[28], to obtain a QP formulation
for real-time motion planning. We have been inspired by these
single-UAV works to develop a fundamental framework for
the representation of obstacles in our non-linear optimization
problem for multi-UAV cinematography.

B. Contributions

Our main contributions are summarized as the following:
• We formulate a novel optimization problem for aerial

filming with distributed lighting. Using a leader-follower
scheme, we plan and execute trajectories in a distributed
manner. Optimization is run in receding horizon to com-
pute smooth trajectories with pleasing footage for the
UAV filming (the leader), which takes shots of a dy-
namic target indicated by an external user. The followers
compute their trajectories to maintain a formation with
specified lighting angles on the target.

• We propose a new method to tackle non-convex trajectory
optimization with obstacle avoidance in real time. We
decompose the problem in two parts. Non-linear cine-
matographic aspects are formulated in a problem with-
out obstacle avoidance to generate reference trajectories.
These are used to generate collision-free regions which
are convex and to transform the problem into a final QP
optimization task.
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• We present experimental results for different types of
cinematographic shots. We prove that our method is
capable of computing smooth trajectories for reducing
jerky movements and show that the distributed formation
improves the illumination of footage. The system is eval-
uated with field experiments and also in various realistic
simulated scenarios, including the filming of a moving
target in a cluttered environment.

II. SYSTEM OVERVIEW

Fig. 2 depicts the architecture of the entire system. The
leader UAV carries a camera for filming while several oth-
ers carry light sources to provide proper illumination. A
human director specifies the cinematographic parameters for
the scene. These parameters include the shot type (i.e., the
camera motion relative to the target), the camera shooting
angle for the leader, and the desired lighting angles for the
followers. This information, together with an estimation of
the target trajectory, is used to generate reference trajectories
for the UAVs (Section III-B). These initial trajectories do not
consider obstacle avoidance, but only cinematographic aspects.
The leader attempts to execute the commanded shot smoothly,
whereas the followers maintain a surrounding formation with
the desired lighting angles.

Safety is ensured by integrating information from a local
map for collision avoidance (Section III-C). Firstly, a collision-
free path is generated for each UAV using the map and the
initial cinematographic trajectories as guidelines. Then, a safe
corridor along each of these paths is computed, consisting of
a set of obstacle-free polyhedrons generated by the convex
decomposition of free space (see Fig. 5). Finally, the UAV
trajectories are obtained as a result of a trajectory optimiza-
tion process that computes dynamically feasible trajectories
inside each safe corridor (Section III-D). Inter-UAV collision
avoidance is achieved by including the team-mates planned
trajectories as obstacles in the map.

The entire pipeline shown in Fig. 2 (except for the Human
director component) runs on board each UAV in a receding
horizon manner. This enables the online planning to react
properly to changes in the behavior of the target being filmed,
as well as to malfunctioning team-members or previously un-
seen obstacles. Note that either the Cinematographic trajectory
generator or the Lighting trajectory generator is activated on
each UAV, depending on whether it carries a camera or light.
The component for trajectory tracking on each UAV is the
low-level control pipeline described in [29].

III. AUTONOMOUS AERIAL CINEMATOGRAPHY

In this section, we begin by detailing the UAV dynamic
model (Section III-A). Then, we describe our procedure to
generate optimal and safe trajectories for each UAV (Sec-
tions III-B, III-C, and III-D). Lastly, we explain how the
orientation of a UAV is controlled (Section III-E).

A. Multi-rotor aerial vehicle dynamic model

An independent trajectory tracker [29] for UAV attitude
control is used, which allows for planning with a simplified

positional dynamic UAV model. In addition, the orientation of
the camera or light source onboard (depending on the UAV)
needs to be modelled. We assume the existence of a gimbal
mechanism to compensate angle deviations due to changes
in UAV attitude. Therefore, it is assumed that camera roll is
negligible and we only control pitch and heading. Since the
heading of a multi-rotor vehicle can be controlled indepen-
dently of its position, we fix the relative position between the
camera/light and the UAV to always point forward and control
its heading through the UAV heading. The positional part of
the dynamic model is defined as a linear double integrator:

ṗ = v,

v̇ = a,
(1)

where p = [px py pz]
T ∈ R3 is the UAV position, v =

[vx vy vz]
T ∈ R3 the linear velocity, and a = [ax ay az]

T ∈
R3 the linear acceleration. The orientation of the camera/light
may be modelled similarly:

ȯ = ω,

ω̇ = θ,
(2)

where o = [ϕ ξ]T represents an orientation with respect to a
global frame given by its heading and pitch angles, ω ∈ R2

are the corresponding angular rates, and θ ∈ R2 the angular
accelerations. For the description of the proposed method, we
define a full positional state of the UAV xp = [pT vT ]T ∈ R6,
a vector of positional control inputs up = a, an orientation
state xo = [oT ωT ]T ∈ R4, and a vector of orientation control
inputs uo = θ.

B. Generation of reference trajectories

The first step of our method for trajectory planning is to
generate a reference trajectory Dj for each UAV j. The prob-
lem complexity is alleviated by removing collision avoidance
constraints and focusing only on cinematographic aspects. For
the filming UAV, the objective is to reach a position relative to
the target as provided by the shot type Cs, while minimizing
changes in the camera angle to produce pleasant images. A
specific camera shooting angle ψd over the target needs to be
maintained. The following non-linear optimization problem is
formulated2 for the filming UAV:

minimize
u0,...,uN−1

N∑
k=1

(||uk−1||2 + α1Jψ,k) + α2JN , (3)

subject to x0 = x′, (3.a)
xk+1 = fp(xk,uk) ∀k ∈ {0, . . . , N − 1}, (3.b)
vmin ≤ vk ≤ vmax ∀k ∈ {1, . . . , N}, (3.c)
umin ≤ uk ≤ umax ∀k ∈ {0, . . . , N − 1}, (3.d)
qz,min ≤ qz,k ∀k ∈ {1, . . . , N}, (3.e)

where fp(·) represents the positional part of the dynamic model
defined in Section III-A; vmin, vmax are velocity limitations;
and umin, umax control inputs limitations.

The first two terms in the cost function pursue smooth
trajectories by penalizing UAV accelerations and reducing

2 For simplicity of description, x := xp, and u := up. We use the
Runge-Kutta method for numerical integration.
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Fig. 2: The architecture of the proposed system. Cs and Cl represent the desired type of cinematographic shot and lighting configuration
specified by a human director; TT is the target estimated trajectory; DL, DF are reference trajectories for the leader UAV and the follower
UAVs, respectively; PL, PF are collision-free paths generated along the desired trajectories; SL, SF are safe corridors along the collision-free
paths; and TL, TF are optimized trajectories for the camera and lighting UAVs, respectively. The modules enclosed in the blue rectangle
run on both types of UAVs.

gimbal movements. The director specifies an aesthetic objec-
tive through the desired camera shooting angle ψd to film the
target (see Fig. 3). Emphasis is given on positioning the UAV
to keep this angle constant without moving the gimbal. In
doing so, the angular changes in the gimbal are reduced to
favor less jerky camera motion and therefore, pleasant footage.
In order to define Jψ , the relative position between the UAV
camera and the target is introduced as:

q =
[
qx qy qz

]T
= pL − pT . (4)

Then, we define Jψ as:

Jψ,k =

tan(ψd)−
qz,k√

q2x,k + q2y,k

2

. (5)

The target position is predicted within the time horizon with
a motion model (a constant speed model in our experiments).
Prediction errors are tackled by recomputing UAV trajectories
with a receding horizon. By minimizing the previous cost,
we implicitly minimize variations in camera pitch angle as
the relative pitch with respect to the target is kept constant.
Moreover, the camera heading corresponds with the UAV
heading, whose variations are also smoothed as explained
in Section III-D. Therefore, the idea is to generate UAV
trajectories where the gimbal only needs to move slightly to
compensate for small disturbances.

The terminal cost JN = ||xxy,d−xxy,N ||2 guides the UAV
to a desired state imposed by the shot type, e.g., at a certain
distance beside the target’s final position in a lateral shot. Note
that a final UAV height is not imposed, as we want the planner
to compute the optimal pz to maintain the camera shooting
angle commanded by the director. Lastly, the constraint (3.e)
establishes a minimum distance above the target for safety
purposes.

The reference trajectories for the lighting UAVs are com-
puted to achieve a desired leader-follower formation around
the target. The desired position of the followers is influenced
by the corresponding leader position pL and camera orienta-
tion oL, the target position pT , the desired lighting angles of
j-th light χj and %j , and the desired distance of the light to
the target dj . The desired position of j-th follower pj is then

ψd Leader

Global frame Target

pL
q

pT

Fig. 3: Reference frames and camera shooting angle. The origins of
the camera and UAV frames coincide.

given by the equation:

pj = pT + dj

− cos(ϕj) cos(ξj)
− sin(ϕj) cos(ξj)

sin(ξj)

 , (6)

where ϕj = ϕL + χj and ξj = ξL + %j are desired lighting
angles relative to the camera’s optical axis (see Fig. 4). To
avoid jumps in the desired followers’ positions caused by
quick changes in the target position (e.g., due to a transition to
a new target), a virtual target, located in front of the camera at
a certain distance along its optical axis, is used. The position
of this virtual target is given by:

pv = pL + dv

cos(ϕL) cos(ξL)sin(ϕL) cos(ξL)
sin(ξL)

 , (7)

where dv is the desired distance between the virtual target
and the camera center and pv denotes the virtual target
position. Substituting position pv for pT in (6), a more
consistent formation scheme is acquired, where less aggressive
maneuvers are required; and the lighting always focuses on the
scene in front of the camera, which is relevant in obtaining
pleasant videos.

C. Generation of safe corridors

The initial reference trajectories are computed without
considering obstacles. They are, therefore, used as seed to
generate a safe corridor Sj for each UAV j where collision-
free trajectories can then be computed. Firstly, we convert each
trajectory Dj into a collision-free path Pj . We iterate over
each of the N waypoints in Dj and add it directly to Pj if
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dj,xy

ϕL

ϕj

χj
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ξL
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(a) top view (b) side view

x

y

Fig. 4: The leader-follower scheme defined by (6).

it is collision-free. Otherwise, we label the previous collision-
free waypoint as A and keep moving along Dj until we find
the next collision-free waypoint B. Then, we try to find an
alternative collision-free path from A to B, to be appended to
Pj and continue iterating. For that alternative path, we use the
Jump Point Search (JPS) algorithm introduced in [30], [31] and
extended to 3D in [27]. A real-time performance is ensured
by introducing a timeout for the JPS path search.

If the JPS algorithm fails to find a path within the given
timeout from A to B, we run it again to connect A directly
to the last waypoint in Dj (let this waypoint be C). If this
is not found either, we append to Pj the path to the node
closest to C from all those expanded during the JPS search.
Once completed, Pj consists of an arbitrary number of points
equal to or greater than N . Since Pj is used for the generation
of the safety corridors for particular points in Dj , it is post-
processed so that |Pj | = |Dj | = N . Pj is sampled so that the
waypoint distribution is close to the initial points in Dj . Since
these collision-free paths are used as a guide for trajectory
optimization in subsequent steps, the distance sampling step
ds is limited to help avoid the dynamic infeasibility of the
final trajectories. If the sampled Pj consists of more than
N waypoints, the overflowing points are discarded for the
subsequent steps of the trajectory optimization process. The
process to create a collision-free path Pj and its corresponding
safe corridor Sj is illustrated in Fig. 5.

Safe corridors are generated around the collision-free paths
with a prefixed initial position of the UAV (i.e., N + 1
waypoints), using a map of the environment represented by a
point cloud Opcl and the convex decomposition method pro-
posed in [27]. This method is based on an iterative procedure
for the generation of polyhedrons. It begins by inflating an
ellipsoid aligned with each path segment. In the next step,
tangent planes are constructed at the contact points between
the ellipsoid and any obstacles. Afterwards, all points lying
behind this plane are removed from Opcl. Yet again, the next
iteration starts by inflating the ellipsoid up to the nearest
point in Opcl. This procedure is terminated if there are no
remaining points in Opcl. The generated tangent planes define
an obstacle-free polyhedron P enclosing the corresponding
path segment and the set of all polyhedrons along the path
constitutes the safe corridor.

D. Trajectory optimization

Given a collision-free path P and its corresponding safe
corridor S, a final optimal trajectory is computed through a

Obstacle

Obstacle

Initial trajectory
Final trajectory
Collision free path

Fig. 5: The safe corridor generation process. The initial reference
trajectory (green) is converted into a collision-free path (purple), and
the obstacle-free polyhedrons are generated along this path. The final
optimized trajectory within the safe corridor is also shown (blue). We
inflate the obstacles for safety purposes (light red).

QP problem in receding horizon. The particular optimization
task 3 attempts to track a desired trajectory pd corresponding
to the reference trajectory Dj :

minimize
u0,...,uN−1

N∑
k=1

(||pd,k − pk||2 + β||uk−1||2), (8)

subject to x0 = x′, (8.a)
xk+1 = fp(xk,uk) ∀k ∈ {0, . . . , N − 1}, (8.b)
vmin ≤ vk ≤ vmax ∀k ∈ {1, . . . , N}, (8.c)
umin ≤ uk ≤ umax ∀k ∈ {0, . . . , N − 1}, (8.d)

pk ∈ Pk ∀k ∈ {1, . . . , N}, (8.e)

where fp(·) represents the positional part of a dynamic model
defined in Section III-A; vmin, vmax are velocity limitations;
umin, umax control inputs limitations; and Pk is a convex
polyhedron representing a free space associated with k-th
transition point. The last constraint ensures a safe resulting
trajectory without collisions. Given that the constraint (8.e)
can be decoupled in a set of linear constraints, the problem
becomes a quadratic convex program.

The optimization formulation is the same for both the
leader and follower UAVs. However, there are a couple of
relevant differences. First, the desired reference trajectories
are computed in a different manner, following either filming
or lighting criteria (see Section III-B). Second, the followers
encode mutual-collision avoidance through constraint (8.e). To
prevent negative effects on the cinematographic quality of the
performed shot, the entirety of mutual collision avoidance is
left to the followers. A fixed priority scheme is defined for
the UAVs, and the occupied space Opcl of each follower is
updated with the current planned trajectories from the leader
and other followers of a higher priority. Opcl is updated with
spherical objects of the desired collision avoidance radius at
each waypoint of the UAV trajectories to be avoided. A similar
procedure is followed to incorporate the target’s predicted
trajectory (also for the leader in this case). To hold with real-
time performance, the occupied space Opcl is assumed static
for a given horizon time, but it is updated at each planning
step, accommodating all static and dynamic obstacles.

3 For simplicity of description, x := xp, and u := up.
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Another crucial issue for the applications of multi-UAV
cinematography is how to prevent other UAVs from appearing
in the Field of View (FoV) of the filming UAV. However,
including this in the optimization task as either a constraint
or a cost term can remarkably increase the complexity of
the problem. We considered including the FoV of the leader
camera as an obstacle in the local maps of the followers,
so that they may avoid it. Even so, relatively small changes
in camera orientation could result in significant changes in
the map representation and lead to unstable planned trajecto-
ries. Therefore, the camera’s FoV is avoided by the lighting
UAVs only through penalizing deviations from the desired
trajectories pd. Thus, FoV avoidance is mostly determined
by the choice of lighting parameters that describe the desired
formation.

Finally, occlusions caused by obstacles in the FoV of the
camera or the lights are also a relevant aspect when filming.
Occlusion throughout a significant part of the shot renders
the shot useless, and in the case of onboard detection of the
target, it also disables target following. However in most cases,
occlusions are temporary and avoiding them is always a trade-
off between significant deviation from the desired cinemato-
graphic trajectory and having part of the video occluded. In
this work, the trajectories are generated so that they are close
to the desired cinematographic shots specified by a director.
The possible occlusions have to be resolved by redefining the
shot to be performed.

E. Orientation control

In this application, both the camera and the light sources
need to always be pointing at the filmed target. Hence, their
desired orientation is given by:

od =
[
ϕd ξd

]T
=
[
arctan(qy, qx) sin

(
qz
||q||

)]T
. (9)

Orientation control is also formulated as a constrained
quadratic optimization problem in receding horizon in order
to achieve smoother orientation changes. For simplicity of
description, x := xo and u := uo in the following problem
formulation:

minimize
u0,...,uN−1

N∑
k=1

(||od,k − ok||2 + γ||uk−1||2), (10)

subject to x0 = x′, (10.a)
xk+1 = fo(xk,uk) ∀k ∈ {0, . . . , N − 1}, (10.b)
ωmin ≤ ωk ≤ ωmax ∀k ∈ {1, . . . , N}, (10.c)
ξmin ≤ ξk ≤ ξmax ∀k ∈ {1, . . . , N}, (10.d)
umin ≤ uk ≤ umax ∀k ∈ {0, . . . , N − 1}, (10.e)

where fo(·) represents the orientation aspect of the dynamic
model defined in Section III-A; ωmin, ωmax are limitations on
the angular velocities; umin, umax control inputs limitations;
and ξmin, ξmax represent hardware limitations of the gimbal
to adjusting pitch angles. The heading and pitch angles of
the camera or light can be controlled independently. Thus,
Problem (10) was decoupled into two simpler problems. The
optimal solution for each problem can be found analytically

with a standard framework for linear MPC (Model Predictive
Control).

IV. EXPERIMENTAL EVALUATION

In this section, experimental results are presented to demon-
strate the performance of our method for multi-UAV trajectory
planning. We have assessed that the proposed method is
capable of computing smooth cinematographic trajectories in
real-time. Additionally, we have evaluated that the trajectories
of the follower UAVs which provide lighting for the target are
capable of complying with formation constraints to improve
the quality of the shot. The safety of our method has also
been proved through experiments in the presence of multiple
obstacles.

A. Experimental setup

We implemented our architecture described in Section II
in C++ using the ROS framework. The ACADO Toolkit [32]
was used to solve the optimization problems. We conducted
software-in-the-loop simulations using Gazebo to simulate
physics and to equip the UAVs with a camera and lights.
To solve the optimization problems, a horizon length of 8 s
and a time step of 0.2 s were chosen. The cinematographic
parameters were set to ψd = 6◦ and qz,min = 0.5m. The
maximum distance sampling step was set to ds,max = 0.5 m.

B. Simulation - Cinematography trajectories

The objective of this simulation was twofold: to demonstrate
how the method computes smoother camera trajectories for the
leader UAV while complying with cinematographic aspects,
and how the trajectories of the followers keep with formation
constraints to light the target properly. We simulated a human
worker performing a maintenance operation on a transmission
tower while monitored by a team of three UAVs (one filming
and two lighting the worker). While the worker approached
and climbed the tower, the system was commanded to perform
a lateral shot followed by a sequence of fly-over shots.

The fly-over shots were selected to film the operation as
they impose relative motion between the camera and the target.
This feature is regarded as richer from a cinematographic point
of view. We further demonstrate how our method is able to
execute these relative movements more aesthetically than a
baseline approach where the specific term to smooth variations
in camera angles has been removed (i.e., α1 = 0 in Problem
3). Fig. 6 compares the trajectories for the camera carrying
UAV generated with both our method and the baseline ap-
proach. The baseline approach generates straight trajectories,
whereas our method results in orbital trajectories, which have
been used in the cinematography literature to produce more
pleasant videos. For instance, [16], [17], [33] apply the arcball
principle [34] to create a spherical surface around the target
for aesthetic camera motion. We can also see in Fig. 6 that
our method reduces the jerk of the camera angles. Note that in
aerial cinematography literature, the jerk of the camera motion
(third derivative of the angles) has been identified as a key
aspect for shot quality [9], [35]. We measured the root mean
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Fig. 6: Trajectories for the camera carrying UAV while monitoring a
worker on a transmission tower. For simplicity, only the lateral shot
and the first fly-over shot are shown. We compare the trajectories
generated by our method (blue) with those from a baseline approach
without cinematographic costs (green). The upper image displays a
top view of the UAV’s and target’s trajectories. The small white dots
on the trajectories depict transition points sampled every 5 s to give a
notion of the speed. The bottom image depicts the temporal evolution
of the jerk of the camera angles

.

square of the jerk of ϕ and ξ along the full trajectories and
obtained 0.0197 rad s−3 and 0.0048 rad s−3, respectively, for our
method; and 0.0265 rad s−3 and 0.0075 rad s−3, respectively, for
the baseline without the cinematographic cost term.

Fig. 7 shows the trajectories followed by the whole UAV
formation throughout the experiment to film the maintenance
operation. It can be seen that the formation is properly main-
tained to avoid collisions between the UAVs and the tower, and
to provide required lighting of the filmed object. Moreover,
none of the UAVs appear in the camera’s field of view.
The temporal evolution of the deviations from the desired
orientation of each light and their distance from entering the
camera FoV during this simulation are shown in Fig. 8. A
video of the complete simulation can be found at the site with
multimedia materials.

C. Simulation - Cluttered environment

The aim of this simulation was to demonstrate the perfor-
mance of our method for trajectory planning in a cluttered
environment while assessing its scalability with numerous
obstacles. We simulated a forest-like scenario with multiple
trees as obstacles. As a human target walks through the forest,
the filming UAV executes a chase shot from behind while the
lighting UAVs follow the leader side by side. Fig. 9 depicts
the distribution of the obstacles around the forest and the
generated trajectories for the UAVs. In this figure, it is visible
that the UAVs were able to follow the human in formation and
to simultaneously avoid obstacles.

Finally, we analyze the scalability of our method in terms
of computational demand. Simulations were run with a 4-

157 s 178 s

104 s 130 s

74 s94 s
Fig. 7: An illustration of the experiment where an operator is filmed
working on a transmission tower. The trajectories of the camera
carrying leader (orange), both followers carrying lights (blue and
green), and the human worker (red) are shown. The obstacle map
is represented by a point cloud, including the power lines and tower.
The worker is tracked with a lateral shot as he walks to the tower and
then with a sequence of fly-over shots while he climbs up. Several
onboard images taken during the experiment are also shown.
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Fig. 8: Temporal evolution of the distance dF of UAVs carrying lights
from entering the camera FoV, deviation from desired heading ϕd and
deviation from desired pitch angle of light ξd.

core Intel(R) Core(TM) i7-10510U CPU @ 1.80 GHz. Table I
shows the results of our method that correspond to the total
planning time for each iteration that was run on the leader
UAV. As expected, most time was spent during the non-convex
optimization step described in Section III-B. The results for the
followers are not included because they skip this non-convex
optimization and thus, consume less time. The results are
similar for the two simulations, although the second scenario
was significantly more cluttered.

Since the map of the environment is transformed into safe
corridors made of convex polyhedrons, cluttered environments
do not represent an increase in the computational demands of
the trajectory optimization method. Therefore, we are able to
plan the leader’s trajectories at a rate of 1 Hz with horizon
lengths of 8 s. This rate is adequate for real-time performance
in the dynamic scenarios that we target. The lower computa-
tional complexity required to generate the initial trajectories
of the followers allows us to plan follower’s trajectories at a
higher rate of 2 Hz, enabling faster reactions to changes of the
leader’s behaviour and thus a more efficient mutual collision
avoidance.

D. Real world experiment

In order to demonstrate our method, we performed field
experiments generating trajectories for a real team of UAVs
(see Fig. 10). Thus, we proved the real-time performance of
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TABLE I: The planning times of our method per iteration. The total
average values are shown for the two experiments. The percentage of
time consumed at each step is shown thereafter. ITG stands for the
procedure indicated in Section III-B, SCG for procedure described
in Section III-C and FTO for trajectory optimization described
in Section III-D.

Time (s)
Total (Avg ± std) ITG (%) SCG (%) FTO (%)

Tower 0.70923± 0.10557 70.9982 11.81564 17.18615
Forest 0.71274± 0.05792 72.41338 8.77989 18.80673
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Fig. 9: A top view of the trajectories generated in the cluttered forest
scenario. The trajectories of the target (red), the leader (orange), and
both followers (blue and green) are shown. The black dots represent
trees.

the proposed approach onboard. A sequence of shots was
commanded to film a dynamic target in an outdoor scenario.
A video of the experiment can be found at the multimedia
material site.

Target

UAVs

Fig. 10: A snapshot of a real experiment in an outdoor scenario. UAVs
were localized using RTK GPS. The target location was generated
from a noisy ground truth, without onboard visual detection.

V. CONCLUSION
This paper has presented a method for autonomous aerial

cinematography with distributed lighting by a team of UAVs.
We have proposed a novel methodology for multi-UAV trajec-
tory planning, addressing non-linear cinematographic aspects
and obstacle avoidance in separate optimization steps. We have
demonstrated that the method is capable of generating smooth
trajectories complying with aesthetic objectives for the filming
UAV; and trajectories for the follower UAVs that allow them
to keep a formation lighting the target properly and staying out
of the camera FoV. Besides, our results indicate that we can
plan trajectories in a distributed and online manner, and that
the method is suitable for obstacle avoidance even in cluttered
environments. As future work, we plan to address occlusions
caused by obstacles within the camera FoV. Our idea is to
compute the regions where these occlusions would take place
and include them in the representation of the occupied space.
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